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According to Dick, the stress on an archiving system is not nec-

essarily due to access performance or a growing volume of total 

data stored, but rather to the total number of files that the system 

has to manage. The higher the number of files, the more difficult 

it is to restore the data in the event of a disaster. That’s a pressing 

issue for Novant Health as it strives to eliminate hard-copy patient 

records and securely move more information online. 

“We have a new document imaging application for scanning 

patient records that is expected to add 450 million files into the 

system over the next four years,” Dick notes, citing just one example. 

“Because of these stresses, we’re moving to solid-state disks, FC, and 

SATA [serial ATA] drives in a three-tier configuration.”

Novant’s Sun servers will be replaced by newer gear—Novant is 

strongly considering a pair of Oracle’s SPARC T3-4 servers with 16 

processors per core, tied to the existing FC and SATA arrays. “We’re 

also considering adding Oracle’s Sun Storage F5100 Flash Array,” 

Dick adds. “Our Oracle storage solution is so flexible that every time 

we have an archiving issue, we can solve it with the system that’s in 

“�Oracle continues to enhance its storage solutions and renew  
our faith in the solution set we started with.”
�—Robert Dick, Storage and UNIX Administrator, Novant Health

Novant Health’s Robert Dick, storage and UNIX administrator (left), and Jim Grossman, manager of system services, rely on an extensible storage infrastructure. 
“Our storage system was architected around the principle that an application’s access to data is top priority,” says Dick.
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place. Oracle continues to enhance its storage solutions and renew 
our faith in the solution set that we started with.”

Dick believes that while solid-state disk technology is ideal for 
high-performance data retrieval, it’s not a suitable solution for every 
part of a storage environment. “If you’re not going to access data for 
a period of time, it makes much more sense to let it sit at rest in a 
tape library, where you can get it at a minute’s notice, as opposed to 
keeping all that data spinning and burning resources—generating 
heat and using power,” he points out. “Tape technology has not seen 
its swan song. It is still a very viable technology.”

Benjamin Woo, program vice president for worldwide storage 
systems at IDC, agrees with this assessment. He says an effective 
storage strategy only places truly active data on expensive FC or  
solid-state disk drives and moves less-active data to more-cost-
effective storage media—often tape. “It doesn’t make sense to 
keep data spinning if you’re not going to be looking at it for a few 
months,” he says. “It should reside in less-expensive media. Our 
research shows that less than 20 percent of the data in today’s data-
centers is actively used. Thus a very small percentage of information 
needs to reside on very expensive, very fast storage.”

These multilevel storage systems are often called tiered storage 
environments because they assign different stages of data to dif-
ferent tiers of storage media, with the goal of preserving accessibility 
and reducing cost. “Once you have a tiered infrastructure, the key is 
to create policies to automate the movement of data so it requires 
minimal human intervention,” advises Scott Tracy, senior director of 
flash and disk products at Oracle.

According to Tracy, most tiered storage strategies have three 
basic components. Primary storage stores new data from mission-
critical applications and databases, with access time measured 
in seconds. Storage media typically includes ultrahigh perfor-
mance flash or solid-state disk (SSD) drives and FC storage arrays. 
Secondary storage stores 30- to 90-day-old data that needs to be 
kept on hand for business continuity as well as fixed content and 
backup/recovery data. Access time is measured in minutes, and 
storage media includes unified storage solutions such as the Sun 
ZFS Storage Appliance and less-expensive SATA disks. Long-term 
or archival storage stores data older than 90 days, often for historic 

reasons or for legal compliance. Access time is measured in hours, 
and storage media includes capacity disks and tape. “Use of tiered 
storage strategies typically results in around 75 percent reduction in 
costs compared to single tiers of disk storage,” notes Tracy. 

A Multitiered Solution for Scientific Data
Tiered storage is what the Australian Bureau of Meteorology (BOM) 
uses to manage multiple petabytes of scientific data. As Australia’s 
national weather, climate, and water agency, BOM’s expertise and 
services assist Australians in dealing with the harsh realities of their 
natural environment, including droughts, floods, fires, storms, 
tsunamis, and tropical cyclones. Through regular forecasts, warn-
ings, monitoring, and advice spanning the Australian region and 
Antarctic territory, BOM provides one of the most fundamental 
and widely used services of government. The agency also supplies 
specialized forecasting to the aviation industry, oil rigs, fire depart-
ments, police forces, and other emergency services, in addition to 
bulk data uploads for universities and scientific organizations. 

BOM’s data storage environment was put to the test earlier this 
year during Cyclone Yasi, the largest tropical storm to strike Australia 
since Europeans first settled there in the 18th century. With winds 
of 186 mph and waves on the coast reaching as high as 30 feet, Yasi 
wrecked more than 10,000 homes and businesses but did not cause 
any fatalities, thanks in part to BOM’s precise forecasts and reliable 
information-management infrastructure.

BOM’s Oracle-based data storage environment gathers about 40 
TB of data each week from 6,000 meteorological devices including 
warning buoys, oceanographic sensing gear, flood hydrology sta-

Oracle’s Sun ZFS Storage Appliance product line 
delivers unified storage for 

Consolidation of multiple storage devices •	
Secondary storage for data protection (when •	
multiple copies of data are required)
Test/development environments in which orga-•	
nizations are optimizing copies of primary data
The product line enables the rapid deploy-

ment of new revenue-producing applications and 
lowers expenses by reducing storage complexity 
and its associated administrative costs. 

Sun ZFS Storage Appliances consolidate files 
and block I/O on a single high-capacity, high-
performance storage appliance. This consolida-

tion supports 10 different protocols across three 
interconnects—Ethernet, FC, and InfiniBand. Sun 
ZFS Storage Appliances are built on the Oracle 
Solaris operating system, and they offer data 
services including deduplication, compression, 
replication, snapshots, and clones. 

Key features in the Sun ZFS Storage Appliance 
include storage analytics and hybrid storage 
pools. Storage analytics provide real-time com-
prehensive analysis of storage workloads that 
assist in capacity planning and provide detailed 
insight into storage networks. Hybrid storage 
pools combine DRAM, read-optimized flash 
devices, write-optimized flash devices, and native 

SAS high-density, low-power spindles in a single 
transparently managed caching hierarchy. Data is 
automatically migrated from flash to disk based 
on access patterns and requires no human inter-
vention. This “autotiering” keeps the most-used 
data in fast-access storage and the least-used 
data in inexpensive high-density, low-power 
spindles, reducing overall TCO.  

The Sun ZFS Storage Appliance product line 
combines cloud-ready software and hardware, 
designed to enable customers to start small, 
deploy applications faster and at a lower cost, and 
grow into a next-generation cloud-computing 
infrastructure. 

Unified Storage with the Sun ZFS Storage Appliance

“�Oracle’s Sun offerings  
presented a unified, efficient, 
large-scale storage system 
that was flexible enough  
to grow.”
�—Robert Lovery, CIO, Australian Bureau of Meteorology
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tions, weather balloons, satellites, and aircraft. After being digi-
tized, cleansed, transformed, and stored in an Oracle database, the 
data is processed by nearly 300 applications—some of which can 
predict the path and trajectory of cyclones days in advance. 

In 2008, Sun systems were selected to provide the computing 
and storage facilities for this massive operation, including service, 
support, and regular equipment upgrades over a five-year period.

“We wanted a one-stop shop—one vendor that could provide a 
complete solution,” states Robert Lovery, chief information officer 
at the Bureau of Meteorology. “We didn’t want to have disparate 
issues with vendor finger-pointing. Oracle’s Sun offerings presented 
a unified, efficient, large-scale storage system that was flexible 
enough to grow with our rapidly evolving data processing workload.” 

Today BOM’s core meteorological atmospheric modeling predic-
tion services are housed on a Sun technical computing solution and 
the output is archived on a large-scale data storage system. “About 
10 percent of the data is corporate structured data, and 90 percent 
is unstructured scientific data such as satellite images,” says John de 
la Lande, the high-performance computing,  storage, and facilities 
manager for BOM’s IT environment. 

The technical computing system shares resources among many 
nodes as it processes thousands of inputs from meteorology stations. 
It stores the output in four tiers. Tier 1, also called main storage, is 
mission-critical storage, with 99.999 percent availability. For this 
tier BOM uses a primary storage system from Sun. Tier 2, also called 
deep storage, utilizes Sun Storage 6000 series arrays with FC disk 
drives. Tier 3, also called bulk storage, utilizes Sun Storage 6000 

series arrays with SATA drives. Tier 4 maintains archival data on a 
StorageTek SL8500 modular library system in conjunction with a 
StorageTek T10000 tape drive. 

A Sun Blade server and Sun x86 Rackmount servers from 
Oracle process the data under the direction of Supervisor Monitor 
Scheduler. The output is then passed to Sun Storage Archive 
Manager, which automatically moves data from tier to tier according 
to previously defined storage policies. According to Richard Oxbrow, 
storage manager at BOM, Sun Storage Archive Manager automates 
the entire information lifecycle, from fast disk to tape. It includes 
continuous backup and fast recovery features to enhance produc-
tivity and improve resource utilization. Thanks to a high degree 
of automation resident in the Oracle-based systems, two or three 
people maintain the entire storage infrastructure. 

Evolving to Unified and Flash Storage
BOM’s storage infrastructure is constantly evolving as Lovery and his 
team add new hardware and software to improve speed and capacity. 
For example, the Sun Blade server features solid-state drives (SSDs) 
that deliver I/O performance of up to 400 hard disk drives. BOM 
recently purchased two of Oracle’s Sun ZFS Storage 7420 appliances, 
which use hybrid storage pools with flash-based caches to dramati-
cally improve application response times. 

Oracle’s Tracy says these unified storage solutions are ideal for 
organizations that wish to consolidate and virtualize their storage 
infrastructure, as well as for companies adopting cloud computing. 
Oracle’s unified storage product line, anchored by the Sun ZFS 
Storage series, can transparently manage where data is placed 
in a multitiered storage environment with hybrid storage pool 
technology, holding copies of frequently used data in fast SSDs 
while storing less frequently used data in less-expensive, high-
capacity SAS disks.  (For more information on Oracle’s Sun ZFS 
Storage product line, see “Unified Storage with the Sun ZFS Storage 
Appliance” on page 34.)

As BOM evolves its information systems, Lovery believes the move 
to engineered systems, such as storage appliances, is right for the 
organization. “We are extending our key vendor relationships to part-
nerships,” he says, “because we believe that our services are critical 
enough and important enough to merit this level of commitment.” 

Robert Lovery, CIO at the Australian Bureau of Meteorology, says Oracle’s large-
scale storage offerings provide efficiency and the flexibility to grow with the 
organization’s rapidly evolving data processing workload.  

David Baum (david@dbaumcomm.com) is a freelance business writer 
based in Santa Barbara, California.

LEARN more about  
Sun storage and tape 
oracle.com/storage
Sun ZFS Storage Appliances
bit.ly/9WV4rH 
Sun Storage Archive Manager 
bit.ly/kNWeae
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